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Abstract 

 

The article discusses the growing role of artificial intelligence in human resources management strate-

gy. The results of research and practical experience confirm the possibility of using artificial intelligence to 

humanise human resource management (reducing bias in the selection of personnel, mastering employees‟ 
experience, personalising training, analysing the emotional state of employees, and managing their wellbe-

ing) are generalised. Highlighted are the risks of dehumanisation of personnel management when intro-

ducing artificial intelligence, which can be caused by both new threats and the strengthening of existing 

problems in this area. 
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Introduction 

 

There is no doubt that the development of in-

telligent automation (robotics, artificial intelli-

gence) will revolutionise all areas of activity. 

According to data presented in a global Deloitte 

study, 59% of organisations believe that rede-

signing workplaces to integrate artificial intelli-

gence (AI) technologies is essential or very im-

portant to their success in the coming years 

(Deloitte, 2020). Digital platforms and tools have 

already significantly changed working models 

with human resources. 

Large companies and even midsize organisa-

tions with employees spread across geographic 

regions are investing in cloud, mobile and AI to 

offer integrated human resource management 

services in real-time and seamlessly. At the same 

time, there is still a lack of a comprehensive un-

derstanding of the consequences of using these 

technologies in human resource management at 

the organisational (firm) and individual (employ-

ees) levels. 

The perspectives and problems of implement-

ing digital technologies and AI in the manage-

ment of companies and human resources strategy 

are, in most cases, considered in the context of 

increasing operational efficiency, income and 

productivity, obsolescence of jobs and replace-

ment of employees, and the need to master new 

skills in connection with changing professional 

requirements (Arslan, Ruman, Naughton, & Tar-

ba, 2021; Coupe, 2019; Ivanov & Webster, 

2019; Malik, Budhwar, & Srikanth, 2020). 

Meanwhile, no less significant are the possi-

bilities of using AI in the context of transhuman-

ism to complement and expand human capabili-

ties in areas such as value and talent manage-

ment, human resource development, mastering 

of employees‟ experience, motivation and ex-

pansion of work opportunities, creation of a more 

positive work environment (Diéguez, 2017; 
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Wagner, 2020; Wagner, 2021). 

The AI revolution makes HR processes less 

mechanical and more human-centred. However, 

AI technologies develop according to their laws 

while giving rise to new problems, hidden risks, 

and threats, both of a technical and socio-ethical 

nature (Cortina y Serra, 2016; Martin, 2019). In 

various professional fields, ethical dilemmas can 

arise in an AI application, as moral values and 

principles join the game, and even human rights 

may be violated (Coeckelbergh, 2021; Fernán-

dez-Fernández, 2021; Mittelstadt, Allo, Taddeo, 
Wachter, & Floridi, 2016). 

 

Artificial Intelligence as a Factor in  

Human-Centered Management 

 

Human resource management is getting on a 

new level: from information technology-based 

management (eHRM) to management driven by 

intelligent automation.  

In a few organisations, the first generation of 

AI is a common occurrence (using AI only for 

specific tasks). It is predicted that shortly, the AI 

of the first generation will turn into the so-called 

artificial general intelligence, which will be able 

to independently reason, plan and solve problems 

for tasks for which they were not even designed 

(Yampolskiy, 2015). 

In human resource management, AI has a 

wide range of applications. Gartner identifies 

three common use cases for AI in human re-

source management: attracting and retaining tal-

ent; analysis of surveys (analytics of the “voice 
of the employee”); HR virtual assistants (Gart-
ner, 2019). According to a global study by Mer-

cer company (Mercer, 2019), the main areas of 

application of AI in human resource manage-

ment include identification of the best candidates 

based on publicly available data; provision of 

training recommendations and training for em-

ployees; checking and evaluation of candidates 

for employment, including using chatbots. 

Companies planning to invest in AI are tar-

geting the following areas: use of chatbots for 

employee self-service (for example, to change 

privileges or provide vacations), identification of 

employees planning to leave, planning of job of-

fers or career advancements for employees, as-

sistance in the performance management pro-

cess, benchmarking to create or improve a sys-

tem of benefits and compensation, etc. (Nica, 

Miklencicova, & Kicova, 2019; Rodney, Valas-

kova, & Durana, 2019). 

Summarisation of the research results allows 

us to conclude that the expansion of the use of AI 

can contribute to the humanisation of both HR 

strategy and technologies (by introducing elec-

tronic recruitment, e-learning, or e-competency 

management), as well as to the activities of HR 

specialists. Among other things, the multidimen-

sionality process of humanisation of modern 

management occurs significantly when it im-

pacts various aspects of the organisation‟s activi-

ties. The main thing, in this case, will remain the 

creation of more comfortable conditions for a 

person and deduction of his needs and require-

ments to the first plan. 

In the economy of talents, an organisation‟s 
future depends on attracting and retaining out-

standing people. Continuously improving thro-

ugh new data and machine learning, AI can iden-

tify talents with characteristics similar to existing 

successful employees, actively invite them to 

apply, collect and summarise demographic data 

and work history from candidate interviews and, 

on this basis, predict how well they will be able 

to do their job in the company. 

AI technology is expected to help identify po-

tential partialities in their hiring patterns and 

avoid discrimination based on gender, age, race, 

and ethnicity, reducing human bias and provid-

ing data-driven objective representation. 

AI can also be used to improve staff adapta-

tion and experience management. An increase in 

the popularity of HR mentoring through the Or-

ganization Guidance System (OGS) is predicted. 

Such systems will determine the desired invest-

ment outcomes, the roadmap for achieving those 

outcomes, and the requirements for sustainable 

development. It is worth mentioning that AI 

technology allows new hires to receive support 
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anytime and anywhere via chatbots and remote 

support apps and empowers employees to adapt 

at their own pace. 

AI helps optimise motivation, engagement, 

and participation strategies by creating a trans-

parent culture of collaboration and provides per-

sonalised on-the-job training to employees 

throughout their tenure with the minimum staff 

effort. AI can be used to update e-learning with 

specialised game programs and workplace simu-

lated learning tailored to specific needs, contrib-

uting to employee retention. 

Implementing AI for competency mapping, 

succession planning, and career development 

enables data-driven solutions that lead to long-

term employee engagement. Some AI programs 

can measure employee KPIs to determine who 

should be promoted, thereby stimulating internal 

staff mobility. 

AI-integrated systems can also help train em-

ployees in an environment of continuous change 

and generate individual programs and learning 

strategies based on activities and competency 

analysis. 

Today, rather than relying on outdated em-

ployee engagement methods, companies can use 

an employee-generated database that reflects 

their emotional state (for example, internal chat 

platforms such as Jabber, Yammer, and Chatter). 

While it is impossible to distinguish all the rea-

sons why someone might leave work, it is pretty 

realistic to monitor indicators such as productivi-

ty and job satisfaction. Based on their combina-

tion with new analytical approaches such as sen-

timent analysis, it is possible to obtain a detailed 

matrix of employee mind states and predict 

layoffs. AI integration also allows for exploring 

the common traits of laid-off employees, high-

lighting talents at risk company can proactively 

solve potential issues. 

In addition, research shows that AI tools are 

better at analysing employee surveys than peo-

ple. With tools such as Oracle Fusion HCM, HR 

managers can access the personalised infor-

mation of their employees‟ concerns and use it to 
prevent negative moods or challenging situations 

before they escalate.  

AI can help maintain a consistent tone of con-

tent by personalising messages sent to each indi-

vidual recipient, which means it can effectively 

communicate a message to a range of demo-

graphic groups, both inside and outside the com-

pany. Real-time answers to frequently asked 

questions via chatbots, available to all employ-

ees, who can enter questions and receive auto-

matic responses quickly, provide additional con-

venience for employees. Smart objects and the 

Internet of Things (IoT) can facilitate more effec-

tive coordination and collaboration. 

At the core of any AI system, there is massive 

amounts of data that can be applied to any num-

ber of practical human resource management 

benefits, from employee satisfaction to decreas-

ing workloads and increasing revenue (currently, 

only 29% of employees consider that HR helps 

them perform better) (Mercer, 2019). By freeing 

employees from labour-intensive and intellectu-

ally unattractive tasks, AI can give them time to 

learn new skills or develop the existing ones, re-

sulting in more experienced and valuable em-

ployees.  

AI can be used to analyse time off requests 

and build smarter, personalised work schedules 

so that employees can better control their work-

life balance. 

In a crowded job market, AI can be used to 

relieve pressure on hiring managers by helping to 

select candidates before a person is even in-

volved. Expanding the practice of communi-

cating with customers using automated systems 

will allow the staff to focus on more complex 

issues. 

According to a study by LinkedIn, 67% of 

hiring managers and recruiting agencies said AI 

saves them time when looking for candidates for 

jobs. AI can make the hiring process more con-

venient for the hiring organisation and its job 

seekers (Konovalova & Mitrofanova, 2021). For 

example, artificial intelligence technology can 

streamline application processes by creating 

more user-friendly forms that a candidate for a 

job is more likely to fill, effectively reducing the 
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number of abandoned applications. 

At the same time, the employees‟ assessments 
of the impact of the spread of intelligent automa-

tion on the sphere of human resource manage-

ment are controversial Demir, McNeese, & 

Cooke, 2020; Diéguez, 2021; Gillath et al., 
2021). For example, according to a study pre-

sented by KPMG, most business leaders believe 

that AI will create more jobs than it eliminates 

(KPMG, 2019). However, the downsizing and 

restructuring in many companies due to these 

changes means that the traditional psychological 

and social contract offered job security in ex-

change for organisational loyalty has changed 

(Petriglieri, Ashford, & Wrzesniewski, 2019). 

The ethics of AI will be fundamentally differ-

ent from the ethical aspects of the application of 

non-cognitive technologies since the specific be-

haviour of the AI system cannot be predicted and 

checking the security of the AI system requires 

checking what the system is trying to do (instead 

of testing security based on a particular behav-

iour in specific work contexts) (Baker-Brunnba-

uer, 2021; Bostrom & Yudkowsky, 2014; Kap-

lan & Haenlein, 2020). A difficult question aris-

es: how to develop and formalise ethical princi-

ples for AI. Some researchers have dealt with the 

issue of their formalisation (for example, Muehl-

hauser & Helm, 2012; Yudkowsky, 2011). 

In these studies, the critical question was what 

ways could be found to overcome the contradic-

tions between the clarity of AI computational 

algorithms and the ambiguous, inconsistent, sub-

jective diversity of human values. For example, 

sometimes, some researchers propose to base AI 

systems on morality, but they do not accurately 

explain how an AI agent should choose actions 

that are consistently based on it (Haidt & Kese-

bir, 2010). 

The risk is increasing due to the lack of trans-

parency in AI algorithms used in making life-

critical decisions, such as recruiting employees in 

a company (Diéguez, 2021). Some of the threats 
are related to the fact that intelligent automation 

expands the possibilities of using Big Data for 

making decisions in the field of human resource 

management, which, in its turn, is fraught with 

the risk of building false relationships, distorting 

causal relationships and the emergence of new 

forms of discrimination on this basis (for exam-

ple, when making hiring decisions, assessing the 

potential of employees, etc.) (Andersen, 2017; 

Bhave, Teo, & Dalal, 2020; Levenson & Fink, 

2017; Wenzel & Van Quaquebeke, 2017). 

 
Discussion 

 

There are two interrelated problems with us-

ing AI from an ethical point of view. The first is 

the coordination of AI work with the existing 

value attitudes in society. The second is the for-

malisation of these value attitudes. Most AI pro-

grams focus on neutral data analysis. However, 

this is often impossible for several tasks related 

to assessing human activities, as it is contrary to 

legislation or unethical. The management sphere 

is characterised by the problem of the formalisa-

tion of human decisions. People are not entirely 

rational agents, and sometimes emotional reac-

tions prevent us from acting rationally. Not all 

human decisions are flawless when ethically 

judged. 

A significant number of ethical issues are 

caused by the risks of discriminatory practices of 

algorithms that reproduce or even intensify hos-

tile moods in society, and existing prejudices can 

be transferred to AI systems. The primary atten-

tion should be paid to the problem of discrimina-

tion, both individual and collective, to lay the 

foundation for measuring discriminatory bias, 

tools for its identification and possible correction. 

For example, the European Parliament Regula-

tion 2016/679 of April 27, 2016 (Regulation 

(EU), 2016) strictly regulates the collection of 

personal data (religious, political, sexual, ethnic, 

etc.) and prohibits those who are responsible for 

algorithmic decisions to take them into account 

in automated processing. 

Special attention should also be paid to vul-

nerable groups such as persons with disabilities 

and others who have historically been disadvan-

taged, at isolation risk, in asymmetric power or 
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information situations (particularly between em-

ployers and employees). 

There is also a whole class of ethical prob-

lems associated with the ethics of predictability. 

Many AI programs are written to solve predic-

tive problems. Based on already known infor-

mation about a person, AI can model the values 

and behaviour of people observed over a suffi-

ciently long period of time and predict the results 

of choosing different options better than a per-

son. Nevertheless, the consequences of this inter-

action between AI and human beings present an 

ethical challenge. 

Notably, various aptitude testing or profes-

sional and career portfolio planning programs 

face the problem of the readiness of the program 

users to familiarise themselves with the result. 

Subsequently, various types of subjective dis-

comfort associated with the “programming” of 
choice, the effects of reducing motivation, etc., 

may arise. When using AI in hiring models, ex-

perts ask themselves whether AI will be able to 

identify candidates with “unusual talent” who do 
not fit the standard model but can bring new 

skills and experience (Konovalova & Mitrofano-

va, 2021; Tikhonov, 2020). 

The proactive approach (assessing a person 

based on a forecast of what he will do) is com-

mon to the entire spectrum of Big Data applica-

tions. A candidate or employee is evaluated us-

ing much information about people and their be-

haviour, which does not have any common tasks 

with a natural work environment. 

Before the full range of their actual and poten-

tial uses, the data collected from various sources 

is determined, and algorithms and analytics are 

mobilised to understand the past sequence of 

events and predict and intervene before actions, 

events, and processes. Indirect appraisal leads to 

erroneous rejections (the employer rejects poten-

tially good candidates) and erroneous approvals 

(the unsuitable people are hired for improper rea-

sons). Some of the data used to make decisions 

about employees are not objective but result 

from a certain operationalisation. Meanwhile, 

social networks and other large-scale digital plat-

forms are critical tools for disseminating false 

information. 

AI-powered data management can enhance 

micromanagement and expand the capabilities of 

behavioural nudge based on big data processing. 

Another threat to the dehumanisation of hu-

man resource management stems from the fact 

that technological developments have far out-

stripped the existing legal and ethical frame-

works that govern the privacy and inviolability 

of private life. With the increase and detailing of 

the database, it becomes increasingly easier to 

identify an individual with their help. 

Intelligent automation allows for to enhance-

ment of tracking practices. More and more com-

panies use employee performance monitoring 

systems to control working hours, evaluate and 

control work efficiency, identify disloyal em-

ployees and fraudulent schemes within the com-

pany, search for possible information leaks and 

protection against insiders, investigate informa-

tion security incidents, and identify risk groups. 

Employees (already working in the company 

and the potential ones) are often not even aware 

that some aspects of their life have been convert-

ed into data, do not fully realise the multiplicity 

of algorithms that collect and store data, the pos-

sibility of their further use, conclusions, and 

forecasts that data may allow, and procedures for 

ensuring informed consent for the use of data are 

not always achievable. 

The security and protection of employee per-

sonal data are also a considerable concern, as the 

misuse of personal information and posting in-

formation on websites can potentially harm em-

ployees‟ welfare. 
There is a risk of a growing lack of direct con-

tact between different stakeholders. On the one 

hand, employees will be able to be much less 

dependent on the subjective attitude of the man-

agement and its unfavourable behaviour. On the 

other hand, there is a potential risk of the leaders 

receiving minor criticism and attitude towards 

their decisions and actions. 

Teamwork of employees and AI increases the 

risk of “technological anxiety” (the degree to 
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which an individual feels frustrated and anxious 

when using a particular technology). Given the 

complexity of AI-based processes compared to 

relatively old technologies (personal computers 

or organisational IT systems), it is logical to ex-

pect that the level of “technological anxiety” may 
be higher, which in turn will affect trust towards 

AI as a team member and acceptance of a new 

reality in the working life. Lack of trust amid fear 

of job loss is one of the most significant barriers 

to taking full advantage of AI. 

 

Conclusion 

 

The development of artificial intelligence can 

change the fundamental nature of work and pose 

a severe threat to employment. However, it can 

also create significant opportunities for coopera-

tion and human-machine integration. 

As digitalisation expands, AI is trusted with 

more complex and sophisticated tasks such as 

managing employee wellbeing and mental health 

(BCG, 2020). The younger generation is increas-

ingly embracing open discussion of mental 

health and is willing to make some changes in 

the workplace. As AI is increasingly becoming 

the starting point for these kinds of conversa-

tions, AI‟s discretion about personal matters 
gives employees more comfort when initiating 

conversations that the employee finds awkward. 

AI can also mobilise additional help from the 

needed people if required. A recent global survey 

of HR leaders by Oracle and Future Workplace 

found that 64% of employees trust AI chatbots 

more than their managers. 

Thus, AI can bring new opportunities to hu-

manise HR and the workforce by helping HR 

professionals identify and retain high-potential 

employees, improve the talent acquisition pro-

cess, reduce hiring bias, and increase productivi-

ty. 

The risks of dehumanisation in the implemen-

tation of AI can be caused by both new threats 

and the intensification of problems that currently 

exist in human resource management, in particu-

lar, a decrease in the level of employee engage-

ment and professional burnout. At the same time, 

AI is unlikely to pose a fundamental threat to the 

uniquely human aspects of modern management, 

such as social interaction and the emotional intel-

ligence of managers and employees. 

However, according to KPMG, only 36% of 

HR leaders have started adopting AI and are sure 

they have the necessary skills and resources to 

use it. According to Deloitte (2020), only 12% of 

respondents said their organisations primarily 

use AI to replace staff, while 60% say their or-

ganisation uses AI to help their employees (pri-

marily to address alignment issues and improve 

productivity, not the new ideas). In addition, 

17% of respondents reported that they are willing 

to manage human resources by working side by 

side with people, robots, and AI. 

At the same time, using AI in the field of hu-

man resource management, there is a threat of 

the possibility of multiple cases of abuse, and 

even new cybercrimes, loss of privacy, unfair use 

of algorithms while making decisions, or less 

obviously contribute to concealing, giving legit-

imacy, or perpetuating unfair prejudices and un-

acceptable discrimination processes. Neverthe-

less, while AI can have blind spots and unintend-

ed flaws, each glitch brings a new lesson that can 

be applied in the future. It is necessary to rethink 

the strategy for introducing artificial intelligence: 

from the parallel control of AI and people to in-

tegrating people and AI into “super teams”. 
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