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Abstract

At the present stage of realizing the transhumanistic concept, its reflection in various fields of scientific knowledge should be considered, considering the possible risks formed by the transhumanistic space. This concept provokes interest both for its direction and its contradictions. The article considers alternative concepts and tools different from transhumanism in their moral and ethical directionality and based on responsible decisions that take this aspect into account. The concept of risk management is presented based on the diagnostics of orienting indicators that outline the transhumanistic space according to the indicated risk zones. The diagnostic analysis is based on a predictive assessment of the development of the situation, which is formed as a result of using innovative technologies/biotechnologies from the point of transhumanism. Several exact directions for the assessment’s development of the situation developing in the transhumanistic space are identified, conceptual decisions that develop such assessment are presented, and the interconnection between the blocks of the methodology for modelling future decisions to respond to emerging challenges of transhumanism is given.
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Introduction

The study of the XXI century cultural flow has one big drawback: the Internet suggests a sea of information, and the spreading of data is such that it seems impossible to organize the data so that a complete picture adequately reflects the issue studies. Transhumanism is a cultural movement in a continuous flow and changes subject to global society fluctuations. At first sight, Transhumanism stands for using technologies to improve and overcome human nature (Monterde Ferrando, 2021a). On the other hand, there is the uncertainty of both ethical and political nature when using innovative technologies/biotechnologies, which require a long discussion in society. It is being created a powerful science that contributes to the development of such technologies, a significant part of which is developed by private companies with private financing, which lets avoiding public control. The researched problem is that it is necessary to search for tools that allow managing science and technologies. Considering the social and political consequences of the changes that are declared by transhumanism supporters, it is necessary to focus on the process of forming various kinds of risks in the transhumanistic space, the predictive assessment of which will allow to remain within acceptable limits. This provides an opportunity to make responsible and proactive decisions to prevent the development of a situation which may lead to irreversible consequences.
Transhumanism: Modern Trajectory

Science is progressing exponentially with great acceleration. Progress is change, but not every change is associated with progress. The most pointed issue is the possibility of using progressive, innovative technologies to change human biological nature. Possible prospects for applying modern technologies to humans and understanding the role of technological innovations in the modern world are proposed by some scientists to be considered within the framework of transhumanism (Sandberg, 2012).

In modernity, human nature is reduced to empirically observable qualities, the human-machine, and humans’ biological and mechanistic vision. It can be said that transhumanism is a new scene of old dispute (Postigo Solana, 2018), and posthumanism is nothing more than a return to the idea of a man-machine in a modern scientific and technical way.

According to M. More (1990), recognizing and anticipating radical changes in nature and the possibilities of life resulting from the development of science and technology make transhumanism different from humanism. Thus, transhumanism is considered an attempt to change people significantly by directly applying innovative technologies (Diéguez, 2017).

Antonio Diéguez, Doctor in Philosophy, professor at the University of Malaga, identifies two types of transhumanism adherents: moderate and radical. A moderate transhumanist is satisfied with gradual improvements that increase a person’s intelligence, strength, life expectancy, etc. This is a so-called humanist who has not lost faith in progress and admits the opportunity that such improvements may eventually lead to the emergence of a new species. The radical transhumanist believes that the human era is coming to an end, and it makes no sense to prolong it. The radical transhumanist advocates the destruction of material, environmental and cultural conditions that hinder long-term existence. For this reason, adherents of radical transhumanism believe that quick disposal of the biological body and the integration of human consciousness with a machine/computer are required (Diéguez, 2021). Both have the same direction of movement, but their amplitude is different.

Transhumanism carries the threat of alienating people from each other and their kind. Neural networks are algorithms that work independently of the used equipment, whether they are based on organic carbon units – like the human – or on inorganic silicon units – as a computer/cyborg. There will be different ways to get superintelligence. Among other things, as a result of the technical impact, a person may be used as a raw material to produce a superhuman. This kind of improvement requires a reassessment of all human values, especially those related to the protection of human dignity (Monterde Ferrando, 2021b). At the same time, intelligence is “should be”, and consciousness is “may be”. If a transition to a data-driven worldview occurs, and the power of people moves to algorithms, a person may lose their only trait, and the humanistic goals of health and happiness will be lost (Jordan, 2021).

Alternative Tools and Concepts for Transhumanism

As an alternative to the transhumanistic concept, the concept of Russian cosmism can be considered, which, even in the most utopian ideas of N. F. Fedorov, is associated with mandatory spiritual and moral evolution. There is no spiritual principle or morality for consciousness on an electronic device. In essence, there is nothing human. A person’s consciousness cannot be reduced to a written text or an electronic device.

A. Florensky explained the connection of knowledge with the memory of an experience in the changeable, sensual world by translating the Greek word “αληθία” (truth) as ‘the eternal memory of some Consciousness’. He believed that there is an ‘ideal kinship’ between the world and humans, their penetration into each other, and the interconnection. He relates the world and humans as macro- and microcosm, which is the
image and likeness of the Universe and carries everything in the world. Both the world and humans are equally complex and internally endless, so they can be considered parts of each other. The world is a biologically universal human body, a disclosure of a person, their projection. This is the essence of Florensky’s cosmic-anthropological dualism. According to Florensky (1990), dualism can be overcome only in the Church, where the final result is the salvation of the whole world through the salvation of humans with the power of Christ and His Spirit. Salvation eliminates the conflict between humans and the world: that is the ‘cosmic side of Christianity’.

Scientifically based evolutionary hypotheses are presented in the scientific direction of Russian cosmism. V. I. Vernadsky, who identified the process of evolutionary improvement of the nervous system and brain as one of the most critical empirical generalization of science, believed that the human of the future would have more perfect both cognitive abilities and morality: he associated the stage of the noosphere with the spiritual and moral improvement of humanity. In Vernadsky’s scientific worldview, life in space is primordial: it is the third principle, along with matter and energy. According to him, the biosphere is turning into a noosphere, which is created, first of all, by the growth of science, scientific understanding and, based on these, the social work of humanity. In addition, he emphasizes the inextricable connection of creating the noosphere with the growth of scientific thought, which is the first necessary prerequisite for this creation. Vernadsky defined the noosphere as the biosphere reworked by scientific thought. He believed that processes being prepared for many billions of years are not transient and cannot stop. It follows that the biosphere will inevitably pass into the noosphere. He also notes the destruction of previously obtained scientific achievements, which can be observed as a distinct ‘regression’ that captured large territories and physically destroyed entire civilizations – with no inevitable reasons for this. Vernadsky talks about ideals going back in time and the emergence of a ‘new’ morality. He proves the need to save Christian morality, which was the basis of state morality in Christian countries (Vernadsky, 2003, 2017).

We talk about the importance of humanitarian expertise in scientific and technological projects, humanistic values and societal attitudes in an era of rapid high-tech development. The philosophy of Russian cosmism with the scale of problems’ vision, based on the ideas of the cosmicity of life and the ‘heart’ as a particular psychophysical centre of a person, can contribute to solving the problem of high touching with innovative technologies.

The vast possibilities of the future human organism - the victory over space and time - were foreseen and understood differently by the Russian cosmists A. V. Sukhovo-Kobylin, N. K. and E. I. Roerich, etc. That is why the question about the eternal ethical analysis of human activity – the moral dimension, which is an integral part of human nature, is so important. Human actions can have unforeseen consequences and must be seriously evaluated before implementation. Institutions should be created that will be responsible for the results. This implies the possibility of effective control over the innovative technologies used: two extremes - complete permissiveness and complete prohibition - are equally undesirable (Diéguez, 2020).

Therefore, it is necessary to start from the essence of ethical actions for all technological interventions in the human body and act on the principle ‘first, do no harm’. Prudential thinking, precaution, respect for the integrity and life of people, their dignity and freedom, justice and the common good should form responsibility to future generations for various kinds of technological interventions, and not only to the people who were subjected to them. In this regard, the authors propose a concept of risk management that may emerge due to implementing the concept of transhumanism.
Transhumanism Risk Management Concept

Innovative technologies and their influence will form the risk space of always existing danger of making an inadequate decision regarding their practical use. If we model the ‘negative’ results using risk-based parameters, this will allow us to outline the threat field, which is a manifestation of various challenges (anthropological, legal, technological, etc.) in the transhumanistic space. Forming the boundaries of the risk space, we should talk about risk zones. The maximum possible losses in each of the risk zones when using innovative technologies will be characterized by the following (Vorontsova, Arakelyan, & Baranov, 2020):

- risk-free zone - a safe intervention in the human body, acceptable from an ethical point of view;
- acceptable risk zone - use of innovative technologies with extended spectrum (while control in this area is reduced);
- critical risk zone - implementation of innovative technologies without taking into account the consequences of their use, what creates a threat to the vital activity of living organisms;
- catastrophic risk zone - global catastrophe, the consequence of which may be the destruction of civilization and man as a species.

It is also reasonable to talk about a transdisciplinary approach to assessing the hidden risks behind the use of technological bio innovations while implementing the concept of transhumanism and the tools corresponding to this approach that influence these risks level (Postigo Solana & Vorontsova, 2019). One of these tools is bioethics (Vásquez Del Aguila & Postigo Solana, 2015), whose impact on the risk level related to biotechnologies is limited to an acceptable risk zone. Also, actions related to the transformation of a person must be evaluated from the perspective of their impact on upcoming events, realizing the consequences that they entail in the long term.

The boundary between the zones of acceptable and critical risks is very slight, and it is erased at all with a transhumanistic approach. That is why it is essential to follow moral and ethical principles when using and especially when implementing innovative technologies (Ortega y Gasset, 2004). However, a person who is not guided by Christian values can consider the moral aspect in different ways: what society does not accept today will be accepted tomorrow; it is only necessary to present a ‘reasonable’ explanation (open a discussion on this issue) and fix in people’s minds that this is normal while focusing on the advantages of the innovative technologies used.

Nick Bostrom (2014), in his book ‘Superintelligence: Paths, Dangers, Strategies’ writes about the risks of superintelligent machines’ emergence as the last problem that humanity has ever faced – the risks involved are enormous, and it is necessary to be very serious to security issues: “The AI pioneers, for the most part, did not countenance the possibility that their enterprise might involve risk. They gave no lip service - let alone serious thought - to any safety concern or ethical qualm related to creating artificial minds and potential computer overlords: a lacuna that astonishes even against the background of the era’s not-so-impressive standards of critical technology assessment” (p. 5).

This process requires serious assessment, especially in the uncontrolled use of biotechnologies at the experimental stage. There are also objections to using biotechnologies for the human existence radical transformation, to which the extreme sector of transhumanism is aimed, and it does not care about the consequences of such interference. Therefore, it is important to use effective tools that allow, firstly, to determine the boundaries of each risk zone clearly and secondly, to identify existing tools that will allow predictive analysis within each zone.

The need to overcome the difficulties caused by transhumanistic risks became a reason for forming actual directions to develop the assess
ment of the situation in the transhumanistic space (Table). The authors formulated the most significant conceptual decisions within the framework of the indicated directions. These decisions are presented as a tree graph which simultaneously reflects their structure and the logical sequence of development (Fig. 1).

Conceptual decisions in the area of developing the assessment of the situation in the transhumanistic space represent, as a whole, a new vector of development of the theory and practice of transhumanistic risk management. The tips of the main branches of the conceptual decisions tree graph form the formulated tasks in this area:

1. specifying and describing the possibilities, boundaries and criteria for the expediency of applying different approaches to assessing the situation;
2. developing the assessment methodology;
3. developing the concept and principles of assessment based on the diagnostics of the situation developing in the transhumanistic space, according to specified risk zones.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Directions to develop the assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instability</td>
<td>1. Increasing speed and timeliness of the assessment.</td>
</tr>
<tr>
<td></td>
<td>2. The transition to prospective assessment; to identifying trends that make it possible to develop preventive measures.</td>
</tr>
<tr>
<td></td>
<td>4. Achieving the timeliness of risk factors assessment.</td>
</tr>
<tr>
<td>The explosive growth of information</td>
<td>3. Increasing the accessibility of assessment for perception in theoretical and methodological terms.</td>
</tr>
<tr>
<td></td>
<td>4. Increasing the representativeness of the information used, achieving the necessary and sufficient volume.</td>
</tr>
<tr>
<td></td>
<td>5. Rationalizing the information used in the assessment.</td>
</tr>
<tr>
<td>Increasing the importance of the social factor</td>
<td>6. Achieving the versatility of assessment by referring to information characterized by both quantitative and qualitative indicators.</td>
</tr>
<tr>
<td>Building the capacity of modern IT tools and solutions</td>
<td>7. Applying new information technologies (including highly efficient expert systems) in the assessment.</td>
</tr>
</tbody>
</table>

Diagnostics is the process of operational investigation of the condition and development of the situation in order to identify the distinguishing features; of a set of events and factors that most characterize the relevant risk zone for the most accurate specifying its boundaries. Considering this aspect, it will be possible to calculate the time lag for taking proactive measures to avoid falling into the critical risk zone and, even more, into the catastrophic risk zone, the exit of which will be in the practice of solving the tasks from the ‘theory of catastrophes’. 
The developed concept must meet the following requirements:
1. Objectivity and sufficient completeness of the study.
2. Accuracy and necessary reliability of the information used.
3. Flexibility and adaptability of diagnostics.
4. Accessibility of diagnostic tools for perception and understanding by decision makers.
5. Minimum resource costs.
6. Timeliness of the results obtained.
7. The possibility of iterative adjustment of algorithms for realizing diagnostic procedures of indicators characterizing the transhumanistic space (by risk zones).

Next, it is supposed to determine the composition of the diagnosed indicators, which will be included in the developed methodology, presented in this study in the form of blocks (modules):
1. Identifying key (orienting) indicators, the value of which will characterize the relevant risk zone.
2. Clarifying the orienting indicators used in diagnostics of the situation developing in the transhumanistic space.
3. Diagnostic calculations of the risk level of the
situation developing in the transhumanistic space. The content of this block investigates the values of the selected orienting indicators, including in dynamics.


5. Specifying, assessing and modelling risk factors.


7. Improving methodological provisions based on the experience of using the diagnostic system in risk management practice.

The scheme of the interconnections between these blocks in the diagnostic process is presented in Fig. 2.

![Diagram](image)

**Figure 2.** The Interconnections between Blocks in the Methodology of Risks Diagnostic in the Transhumanistic Space (by Zones) (compiled by authors).

Analytical and diagnostic search allows to develop and select the most favourable alternatives for the situation development forming in the transhumanistic space. The authors recommend using the situation tension indicator (1), which characterizes the value and number of possible refusals (starting from the experimental level) by risk zones. This indicator is necessary to monitor deviations in the values of orienting indicators used:

\[
S_t = \sum_{k=1}^{M} | I_k - I_k^{stand} | / I_k^{stand} , \quad (1)
\]

where \(S_t\) – the tension of the situation at \(t\) – moment;

\(I_k^{stand}\) and \(I_k\) – respectively, normative and actual values of orienting indicator of the \(k\)-th name, \(k=1,\ldots,M; \ k \in K_t;\)

\(K_t\) – the field of orienting indicators characterizing the situation at \(t\) – moment.

Improving the efficiency of operational management is provided by minimizing the tension (2) per unit of the selected time interval of investigating:

\[
S_t / \Delta t \rightarrow \min \ , \quad (2)
\]

Where \(\Delta t\) – the time interval of investigating the situation, forecasted both at the tactical and strategic level.

The formulated concept and analytical and diagnostic searches are the basis for further development of scientific and methodological provisions and practical recommendations for diagnosing the situation developing in the transhumanistic space (for each risk zone).
Discussion

The scientific novelty of the authors’ research consists in the formation of the management concept of risks that emerge in implementing the transhumanistic idea. The concept is based on a predictive assessment of the development of the situation, which is formed as a result of using innovative technologies/biotechnologies from the point of transhumanism.

The authors identified several actual directions for the development of the assessment of the situation forming in the transhumanistic space; the tree graph of conceptual decisions that develop this assessment is presented, and the interconnection between blocks of risk diagnostics methodology for modelling future decisions in order to respond to emerging challenges of transhumanism is given.

Conclusion

Substituting the natural with the technical, transhumanism does not give a complete picture of the world, a synthesis of scientific knowledge and religious and moral insights. Any attempt to reduce a person’s abilities to narrowly cognitive ones puts a person below artificial intelligence. For many representatives of Russian cosmism, technology is no more than a temporary crutch, no more than a temporary transfer of their potential to external, artificial assistants. Russian cosmism is a modern direction of philosophy that welcomes scientific and technological development but does not reject the traditional experience of accumulating spiritual knowledge. This direction synthesizes scientific, religious, philosophical and artistic knowledge, paying particular attention to the moral and ethical aspects of their application.

It should not be too optimistic about modern technology, even if it has great potential. Instead of the prospect of achieving immortality, which remains an impossible and dangerous dream for people, it is necessary to set realistic and balanced goals. It is necessary to focus on responsible decisions that consider the moral aspect and be careful of the opportunities provided by new technologies and the risks associated with implementing these technologies, thus taking care of future generations. Moving in this direction, it is possible to save human nature from doubtful attempts of improvement and, at the same time, to prolong the life of a person filled with deep meaning.
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